
 From Greenspan’s Despair to Obama’s Hope  63

chapter 3

From Greenspan’s Despair to 
Obama’s Hope: The Scientific 
Bases of Cooperation as 
Principles of Regulation
Yochai Benkler

“Those of us who have looked to the self-interest of lending institutions to protect 
shareholders’ equity (myself especially) are in a state of shocked disbelief. ”
—Written testimony of Dr. Alan Greenspan,
 Committee of Government Oversight and Reform, October 23, 2008

Henry Waxman: In other words you found that your view of the world, your 
ideology was not right. It was not working.

Alan Greenspan: Precisely, no I, that’s precisely the reason I was shocked because 
I’ve been going for forty years or more with very considerable evidence that it was 
working exceptionally well.
—Committee of Government Oversight and Reform hearing,  
 October 23, 2008

“We have never been just a collection of individuals. . . . ”
—Victory speech of President Barack Obama, November 4, 2008

Morning, November 4, 2008. We’re standing in line, my two sons, my wife,  
and I; waiting to volunteer at the Obama campaign headquarters in Raleigh, 
North Carolina; waiting to be told how to be useful in this battleground state. 
We have come down from Cambridge, Massachusetts for the last few days of the 
campaign, and have met many people. This morning the campaign headquarters 
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is brimming with people, black and white, young and old. A well-turned-out 
middle-class white woman with a lilting Southern accent is sitting at a phone-
bank table next to a young African American student in his early twenties; both 
are calling people to say, Go vote! Voting, the standard rational-actor model 
would normally say, is irrational. Volunteering: inexplicable. My nine-year-old, 
on the phone, suddenly lights up—“Yes,” he says, “of course I’m real!” The person 
on the other end of the line is clearly warming to the young voice full of 
seriousness, and they take obvious pleasure from talking to each other, if only 
for a few seconds: “I voted,” the person seems to say, as Ari smiles broadly and 
replies, “That’s wonderful!” A human connection. 

The campaign of candidate Obama—and, if he can convert it into a 
well-designed, thoughtful practice of governance, the presidency of President 
Obama—must give us the answer to the questions that all of us looking at the 
enormous challenges of tomorrow, and specifically at the global economic crisis, 
must face: How do we think about practical governance now that the model  
of well-designed incentives for selfish beings has collapsed around us? How do 
we convert what has inspired millions in the Obama campaign into a practical 
replacement for the economic model that Alan Greenspan says he has been 
relying on for forty years, and which has now failed him in the fall of 2008?

The answer is that we already have the building blocks of a new approach to 
organizing production and consumption, to organizing governance and practical 
problem solving in both the public and private arenas. It is this approach that is 
responsible for developing the free and open-source software that runs the vast 
majority of Web sites and Internet functions we use every day. It is the approach 
that allowed Toyota to build better and more productive relations with the  
very same employees and suppliers that General Motors had alienated. It is the 
approach that has led contemporary evolutionary biology to see cooperation, 
rather than competition alone, as a fundamental force of evolution. It is the 
approach that has motivated the rapid spread of community-policing initiatives 
in the majority of police departments around the country. In none of these cases 
is the alternative to the self-interest model that animated Greenspan’s ideology 
a starry-eyed reliance on hope, or a generalized belief in human benevolence. 
Rather, in every case, a carefully designed or organically grown system structures 
and gives form to a set of basic assumptions very different from Greenspan’s: the 
assumption that a majority of us care not only about ourselves, but also about 
others with whom we interact and the groups we see ourselves as belonging to; 
that we care not only about what is in it for us in a given situation (although we 
care about that too), but also about what is the right and fair thing to do; and 
that most of us care about the social context we live in, and respond to our 
understanding of a social situation as social beings, and not merely as a 
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collection of individuals, relentlessly driven to maximize our own returns and 
to coordinate for our common good only when the incentives are set just right 
to lead us by the nose to that result.

During the week or so after Alan Greenspan’s testimony before Congress, 
we saw several editorials and comments about behavioral economics, or what 
some have derisively derided as merely “the economics of stupid people.” Behav-
ioral economics mainly studies how people fail to think rationally or to act upon 
what would theoretically be in their rational self-interest, supposedly because 
human beings pervasively lack self-discipline. Nonetheless, the discipline’s lit-
erature would tend to lead policymakers to consider themselves to be somehow 
immune to this human failing. Rather, legislators, for example, who are influ-
enced by behavioral economics, may flatter themselves that they alone can think 
clearly, and could set up systems that manipulate the population into doing 
what their leaders, from an Archimedean standpoint outside the psychological 
universe of cognitive biases, know is the right outcome for everyone.

However, the key to constructing future regulatory systems does not lie in 
perfecting the economic theory of how stupid people behave. Nor does it lie  
in attentive examination of how people make systematic errors in perception and 
judgment, or experience periodic failures of will. At least, we cannot rely on such 
studies alone, although they are important. The term in Greenspan’s statement 
that we need to focus on is self-interest. If self-interest were the universal moti-
vator, there would be no Wikipedia, no Linux or Apache, or any of the free 
software applications that run the Internet that we all depend on. If self-interest 
were the universal motivator, millions of volunteers would not have gone out 
canvassing for their candidates, nor would they be out in more normal times, 
serving meals to the homeless, or cleaning up their city parks. If self-interest 
led to success in business, then it would be Toyota asking for a government 
handout to help keep it afloat, not General Motors—because it was GM that 
perfected a production model based on self-interest, as shown in its conflict-
ridden negotiations with its unionized employees, in the aggressively competi-
tive bidding that the company has encouraged among its suppliers, and in  
its incentive compensation schemes for managers that should (according to 
agency theory, at least) have led to the best management decisions, but plainly 
did not. By contrast, it was Toyota that took the management-science world by 
surprise a quarter of a century ago by building a system based on trust, team-
work, and commitment to a set of shared values, instead of trying to perfectly 
align the self-interest, and only the self-interest, of workers, managers, suppliers, 
and distributors.

A growing body of work, in disciplines as wide ranging as experimental 
economics and psychology, human evolutionary biology and neuroscience, and 
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political science, organizational sociology, and management theory, has given us 
a basis for rejecting, not rationality, but selfishness, as the prime, universal 
motive of human action. What we find instead, in thousands of experiments 
and real-world studies, is what we all actually already know from our day-to-day 
lives: people are not universally selfish. Some are, to be sure. But many, a majority, 
are not. Many of us care about what happens to others, about doing what is right 
and fair and appropriate. We care about being trustworthy, and are affected by 
the social dynamics of the situations in which we find ourselves. The challenge 
we face is to take what we know from everyday life and from the fact of suc-
cessful cooperation all around us, combine this knowledge with what are learn-
ing at the cutting edge of the social and human sciences, and develop a new 
model of human action and motivation that will allow us to design cooperative 
human systems—like Wikipedia and Linux, like Toyota or the community 
policing movement. 

What are the tools that will make up this new approach to cooperative 
human-systems design? First, a tremendous amount of work is being done in the 
experimental study of human behavior, mostly in economics and psychology.  
In these studies, total strangers are brought into laboratory environments where 
they sit in front of computers and interact with other people, who they typi-
cally have never seen, do not see during the experiment, and will never see after 
the experiment is done. In many of these experiments, people interact with one 
another in ways that have real economic consequences for them, gaining or  
losing from a few dollars to (in one experiment) as much as three months’ salary. 
Because the setups are so spare, people are expected to conform as closely as 
anyone ever would to the predictions of the standard economic models in which 
Greenspan put such faith. One fact stands out from these studies, above all else: 
in no human society examined under controlled conditions have the majority of people 
consistently behaved like selfish rational actors. This has been proved true in hundreds 
of experiments, in more than two dozen countries. 

These experiments allow researchers to be very precise in their assumptions 
about human cooperation, in what they alter under experimental conditions 
about the nature of social relationships, and in determining what their results 
might imply. Such experiments gain precision from their reductiveness. Thus  
a long-term relationship between people might be represented in an experiment 
by having a pair of people, who are represented to each other only by onscreen 
icons, repeatedly play a game, ten or even forty times. Participants might be 
allowed, at most, to spend five minutes face-to-face during a break before going 
back to sit in front of their computer screens. 

Such artificial restrictions create, at most, thin representations of what human 
relations really are. For this reason, it has been important to enrich experimental 
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studies with real-world observation, which has been undertaken in many different 
disciplines. Political scientists might look at the Chicago policing and educa-
tional systems reforms of the 1990s and 2000s, or they might look at cooperative 
irrigation systems around the world. Organizational sociologists and manage-
ment scientists might study the corporate cultures and strategies of different 
companies to get rich case-based insights into what has worked in the real world. 
More recently, the Internet has provided us with a breathtaking range of coop-
erative activities available for study, many of which have generated rich archives, 
reveal clear paths of relations, and have created a virtual treasure trove of practices 
allowing us to study what makes cooperation succeed—or fail. Together, these 
sources of insight, combined with experimental and theoretical work in game 
theory and evolutionary dynamics that allows us to place our observations in 
context, are providing us with a powerful set of tools with which to build new 
systems for human cooperation, systems built on more than a simple mixture 
of Hobbes’s Leviathan—with the strict control hierarchies that his thinking 
implies—and Adam Smith’s invisible hand, with its relentlessly individual 
incentives-driven focus.

What are the elements of cooperative human-systems design? A useful way 
of organizing the conclusions of the thousands of articles in many disciplines 
looking at this question, like the wise men examining an elephant, is to group 
their findings into core “levers” that encourage cooperation. The literature strongly 
suggests that attention to each of these levers in the design of human systems will 
improve the likelihood that a cooperative dynamic will arise and self-stabilize.

Communication
Communication plays a critical role in fostering cooperation. In dozens of 
experiments, allowing participants to communicate with one another predictably 
and reliably has led to higher levels of cooperation (Sally 1995). In observa-
tional studies too, stabilizing and routinizing communication appears to be a 
crucial part of the new managerial processes.1 Focusing on cooperation in the 
study of human relations is anchored in the tradition of dialogic theories of the 
self: the idea that the self comes to know its interests, desires, and meaning 
through communication with others, rather than through solipsistic or egocentric 
engagement with the self alone. Communication is therefore both a dynamic in 
its own right, through which people come to see their own goals, preferences, 
and policies in conversation with others with whom they interact, and a mecha-
nism for achieving the cooperation dynamic in that good communication 
facilitates most of the other design levers. The effect of communication is a very 
robust finding in these literatures, and an obvious target for design interventions. 
It has a large effect in experimental work, and its routinization is one of the 



68 Benkler

core design principles of the organizational shift to collaborative models. In 
regulatory policy this means, most radically, that the term communications in  
a government agency should not be a euphemism for propaganda or marketing, 
but must instead stand for an genuine effort to engage stakeholders and, equally, 
all citizens, in a conversation about what needs to be done, how, and why.

Situational Framing
We cannot help but think of relations within frames of reference, and these 
frames in turn shape the remainder of any decision-making process. In sociology, 
Erving Goffman called this aspect of social interactions “frame analysis” (Goffman 
1974). In psychology, it is often called “situational construal” or simply “framing.” 
The baseline phenomenon is the same: we cannot avoid interpreting a situation 
in which we find ourselves in social and cultural terms. By virtue of the act of 
interpretation we already at least partly determine the nature of the interaction 
and our likely behavior in it. This aspect of the interaction is like a lens through 
which we observe reality; there is no unmediated mechanism giving access to 
any situation.

One particularly evocative experiment studied whether framing a task by tell-
ing the subjects they were playing “the community game” as opposed to telling 
them that they were playing “the Wall Street game” would make a difference 
(Liberman et al 2004). What the study found was that, with identical payoff 
structures, when subjects were told they were playing “the community game,” 
about 70 percent opened by cooperating and sustained cooperation for the 
duration of the experiment, while when subjects were told that they were play-
ing “the Wall Street game,” 33 percent opened cooperatively, and the rest 
“defected” (abandoned cooperative behavior temporarily) and continued to defect 
throughout the game. The frame in this case may have defined for the test sub-
jects “the right thing to do,” or it may have altered their predictions about what 
the other subjects would do, so as to make cooperation or defection appear to 
be a better strategy. In any case, the frame clearly had a real effect on behavior 
of otherwise similar populations encountering otherwise identical payoffs.

Expanded Utility: Empathy and Solidarity
One of the most important ways in which we deviate from pursuing pure self-
interest is by caring about others, and caring about the welfare of groups when 
membership in those groups constitutes at least part of our identity. These emo-
tions are, respectively, empathy and solidarity. One clear experimental finding is 
that a process of “humanization”—using mechanisms to assure that participants 
know and recognize the humanity of their counterparts—improves the number of 
cooperators and the degree of “generosity” they are willing to show others (Bohnet 
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and Frey 1999). Neurological studies support the proposition that agents’ brains 
respond differently to cooperation with humans than to “cooperation” (that is, 
playing strategies that in game theory count as cooperative) with computers 
(Rilling et al 2002, 2004). 

But generally treating other people as human beings worthy of our concern 
is only one of two signals we give that we consider another worthy of our coop-
eration or, at least, consider them highly likely to reciprocate. The other major 
signal we offer to trigger recognition in others that we consider them close to 
ourselves is the expression of group solidarity. There has been substantial research 
in social psychology that supports the finding that people increase the degree 
to which they cooperate with strangers whom they perceive to be part of even 
very weakly defined solidarity groups. Experimental subjects have long shown 
greater generosity to and cooperation with others who merely claimed to share 
their preferences, for example, for paintings by Klee over paintings by Kandinsky 
(Tajfel and Turner 1979; Yamagishi 1999). Several researchers continue to deter-
mine just how minimal the feeling of solidarity must be to trigger cooperation, 
and to what degree this feeling functions mainly as a heuristic for reciprocity  
as opposed to an essential constituent of identity with a group (Yamagishi and 
Mifune 2008). 

The role of symbolically marked groups in fostering cooperation is an 
important field of study in human evolutionary biology, especially in anthro-
pological research on the co-evolution of genes and culture (Boyd 1986, 2004). 
Moreover, the importance of “affiliation-based trust,” in organizational sociology 
(Zucker 1986) is consistent with the key role of homophily in the formation of 
social networks (McPherson et al 2001), and similar concepts play significant 
roles in organizational psychology (Haslam 2004). The basic intuition is that 
either (a) the more people have a sense of being part of a team, or a clan, the 
more they are willing to sacrifice their own good for the group; or (b) the 
clearer the “groupness” of the group is to all its members, the more likely that 
cooperative action by any member will be reciprocated. 

Both empathy and solidarity, and their encouragement through face-to-face 
meetings or detailed descriptions of the background of participants together 
constitute, then, another important mechanism for the design of human sys-
tems. The modern nation-state has a particularly powerful but also ambiguous 
relationship to group solidarity. At one level, it represents perhaps the most 
powerful instance of invented solidarity in history, and has proven capable of 
leading people to great sacrifice. On the other hand, it has also provided the 
excuse for some of humanity’s worst atrocities. As government in particular 
aims to harness cooperative dynamics, its agencies must be extremely careful in 
how they deploy appeals to solidarity.
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Normativity: Fairness, Rights, and Norm Compliance
In his now classic article “Rational Fools,” Amartya Sen emphasizes the impor-
tance of what he called “commitment” to human motivation, and the failure  
of economics, by and large, to account for the possibility that people act out  
of commitment (Sen 1977). Commitment should cover at least two distinct 
concerns: what is fair and what is right. And, indeed, a consistent finding of the 
experimental literature is that fairness is endogenous to the cooperative dynamic. 
Experimental mechanisms whose designs are based on a selfish-rational-actor 
model put fairness of outcomes aside, focusing on whether individuals are made 
better or worse off by a given interaction as a way of predicting their behavior. 
Likewise, fairness is usually separated in policy analysis from efficiency, and left 
to be addressed after the desired level of activity has been induced through 
egocentrically defined incentives. A consistent finding of the experimental 
literature is that this approach fails to consider that people care about the fair 
distribution of outcomes, the perceived fairness of the intentions of others, and 
the fairness of the overall process (Fehr and Schmidt 2003). There is mounting 
evidence in cognitive psychology and neuroscience supporting the contention 
that we have both emotional and subconscious cognitive capacity to do what we 
understand to be moral (Hauser 2006). Government policy that aims to harness 
cooperative social dynamics must include, as an integral part of the legislative 
process, public debate about why any new policies are right and fair, and law-
makers must understand that only regulations that those affected believe to be 
right and fair will be successful.

In addition to seeking to do what is right and fair, we also tend to do what 
we regard as normal; that is, we conform to social norms (Ellickson 1991; 
McAdams 1997). Much research into the phenomenon of social conformity 
has dealt with long-standing, usually tightly knit communities that rely upon 
many of the “design levers” I describe here. When thinking of design for such 
recently invented systems as a collaborative wiki, a musician’s Web site that seeks 
voluntary donations, or a process aimed at engaging citizens in supporting a 
public good (such as recycling or making their homes more energy efficient), 
social norms must play a different role. At a minimum, they refer not to long-
standing internalized norms, but to instances of more or less clearly specified 
behavioral expectations about what counts as “cooperative” in a given system. 
Once participants know what counts as cooperation and what counts as failure 
to cooperate, they can adjust their own actions, as well as judge the actions of 
others. These expectations function as Schelling coordination norms—arbitrary 
coordination points that allow people to coordinate their actions without exces-
sive negotiation, such as driving on the left or right, or meeting by the clock  
in Grand Central Station. Though they lack substantive content, these norms 
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provide focal points for coordinating behavior. Beyond that, they can be explicitly 
stated expectations about behavior, like those that anchored Wikipedia in  
its early days and made it unique among cooperative models in being purely 
norms based. There is evidence that norms that are self-consciously chosen by a 
group enjoy high adherence with minimal enforcement requirements (Ostrom 
et al 1994). Where these norms evoke background norms that are already cul-
turally ingrained, they may enjoy the status of those already internalized norms, 
or the norms may themselves be the object of enforcement through another 
design lever, punishment.

Trust and Authenticity 
Trust is the subject of its own immense literature, and the term has been used 
in many different ways. Often, it has been used to characterize the success of  
a system that removes the possibility of defection or human error. When used 
thus, trust is not a design lever at all, but rather a description of the outcome of 
a system, which signifies confidence it its performance. Trust as a design lever 
should be viewed as a belief that people in a given relationship have about how 
others in the system will behave when those others may choose to act in ways 
harmful or helpful to those who trust them (in the absence of genuine choice, 
the concept of trust has no meaning). It is precisely because trust here refers to 
an empirical belief people have about the state of the social system within which 
they act that we treat it as distinct from normativity. Trust as I use the term 
here is not the same as trustworthiness. Rather, a system of trust is a system in 
which people can reasonably hold the belief that some substantial number of 
others will not take advantage of them whenever they can. A system designed 
to foster trust in this sense will usually be improved by breaking down coopera-
tive actions into observable steps, so that participants can reduce their vulnera-
bility to one another while observing the proclivities of others to cooperate or 
defect. A requirement for the creation of trust is that the person constructing the 
cooperative system act authentically and be seen as acting authentically. Empty 
promises of community and cooperation may trick others for a short time, but 
not over the long term. Thus, for example, a government agency that aims to 
harness cooperation among the citizens with whom it interacts will need to make 
its commitments to a cooperative dynamic credible, behave in ways that exhibit 
trustworthiness, and express by its actions trust in citizens.

Transparency and Reputation
Another important design element, the transparency of a system, bears power-
fully on the issues of both trust and punishment. Critically, many of the other 
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design features I have discussed depend on participants’ knowing who has done 
what, to and with whom, to what effect, by which mechanism. Recognition of 
this dependence lies behind the argument that biologists Nowak and Sigmund 
make about the evolutionary impact of moral accounting (though they do not 
call it that): such accounting, they suggest, was necessary to sustain indirect reci-
procity among our forbears, which in turn may have been the driving force 
behind the evolution of human intelligence (Nowak and Sigmund 2005). 
Whether or not they are correct about human evolution, studies in experimental 
economics typically show that reputation-rich games lead to cooperation more 
quickly and robustly than anonymous games (Fehr and Gächter 2000). Similarly, 
reputation systems play a significant role in social-software platforms, ranging 
from commercial systems such as eBay and Amazon (Resnick and Zeckhauser 
2002) to the wide range of commons-based peer-production projects that rely 
upon the Internet’s resources for observing online behavior, building enduring 
reputations, and influencing opinion.2 For a government agency, this implies 
that its internal deliberations and its interactions with interested parties must 
all be made much more transparent than they typically have been.

Autonomy/Efficacy
There is a significant psychological literature suggesting that people need a 
personal sense of competence or efficacy in their actions, and pursue activities 
that satisfy that need (Ryan and Deci 2000). For example, among Toyota’s most 
important reforms of the company’s production system was decreasing the num-
ber of process engineers and according greater autonomy to teams of employees 
on the production line (Adler et al 1999). The need for autonomy and personal 
efficacy moreover plays an important role in limiting the efficacy of reward and 
punishment as complementary, as opposed to competing, means for assuring 
cooperation. People must not only be assured of their personal autonomy, but 
the value of their contributions must be recognize before their peers; otherwise, 
people’s incentive to contribute as much as they can is reduced.

Fostering a successful culture of personal autonomy as Toyota has done in 
the context of government regulation intended to standardize behavior across 
different contexts is far from trivial. It would require, particularly at the federal 
level, determining regulatory contexts in which regulators may set relatively broad 
targets for performance and optimal behavior, and certain excluded categories 
of intervention, while allowing groups of citizens, (initially municipalities, but 
in the longer run civil-society organizations and organizations that rely on both 
public and private funding), to exhibit their competence and to receive author-
ity and funding to achieve a given government goal in a particular context.
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Calculation: Punishment, Reward, Crowding Out, and Cost
The design levers discussed above all operate at the level of intrinsic motivations. 
That is, they all work to induce participants to want to cooperate for reasons 
that are internal to their own psychological and social needs and desires, rather 
than in response to external rewards or constraints. However, because both the 
observational and experimental literature suggest that people vary immensely 
in their motivations, and that many will inevitably be selfish, stable cooperation 
systems require some element of external compulsion to keep those who are 
not driven to cooperate by intrinsic motivations in line. Otherwise cooperation 
tends to unravel, since the presence of selfish actors may undermine efficacy, 
fairness, solidarity, or any of the other mechanisms that sustain cooperation 
even in the presence of defectors.

Mechanisms for disciplining and punishing defectors are therefore impor-
tant in the design of cooperation platforms. The experimental literature finds 
that (a) with the right design, reciprocators will usually be willing to incur the 
cost of punishing defectors in order to keep them in line, without intervention 
from an external body, such as the state or management, but (b) that punish-
ment can backfire if it is not properly designed (Bowles and Gintis 2002; Fehr 
and Gächter 2002); Fehr and Rockenbach 2002; Falk 2005). It is important 
to understand that introducing the idea of punishment does not collapse our 
analysis back to selfish rationality. Punishment is neither necessary to explain 
cooperation (we see cooperation without it, most importantly in the “second-
order public-goods problem” created by the need to impose costly punishment 
on defectors) nor sufficient (we see instances in which punishment reduces 
cooperation, probably through “crowding out”). Indeed, punishment can impose 
such great costs on groups that it ceases to be worthwhile (Dreber et al 2008). 
Moreover, the degree to which its effects are beneficial or detrimental varies 
among cultures (Hermann et al 2008). Yet punishment is one design lever 
available to systems designers for improving compliance by selfish actors 
with the cooperative behavior of the other agents in the system. While punish-
ment has been studied much more extensively, reward systems have a similar 
structure—participants pay a cost to keep others, who are more self-interested, 
in line with the common good. In an analytical sense, rewards are merely negative 
punishments, but rewards have the added benefit of not triggering spirals of 
negative retaliation.

Considering the ambiguous effects of punishment brings to the fore one more 
design constraint that has particular importance when government is involved: 
the phenomenon of crowding out. Crowding out can occur within or among 
systems. Intrasystem crowding out refers to situations in which the use of one 
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design lever would reduce the efficacy of another. For example, the introduction 
of punishment may, under certain circumstances, crowd out trust, and thereby 
undermine, rather than improve, cooperation (Yamagishi 1986). From the psy-
chological literature, we know that rewards too can trigger the crowding-out 
effect, but not as powerfully, and that they may be susceptible to framing that 
will induce people to treat them as noncontrolling (Ryan and Deci 2000). 
Intersystem crowding out may occur when the designer tries to mix and match 
elements from cooperative systems with elements from other systems, such as 
market mechanisms. There is a large literature on crowding out caused by the 
introduction of money into otherwise cooperation-based interactions (Frey and 
Jege 2008; Bowles and Gintis 2001). For regulatory systems, crowding out 
presents a particularly vexing problem, because the body that aims to introduce 
and foster cooperation is of necessity a body that possesses enormous power, 
and is typically seen as able to bring coercive power to bear in a relationship. 
State-based cooperation systems always necessarily involve the risk of some 
intersystem crowding out; if the state is involved, then citizens may feel that 
they do not need to contribute, because the state “will take care of it all.” On the 
other hand, the state can structure its role in the cooperative systems it builds 
as a potentially neutral third-party referee that may moderate the negative 
effects of punishment where it is needed. This does indeed seem to be precisely 
the role that impartial justice is supposed to introduce into societies that other-
wise might remain plagued by vendetta-like forms of private mutual monitoring, 
discipline, and punishment.

In addition to punishment and reward, which operate primarily on individuals 
who otherwise might not cooperate because of their intrinsic drives, it is important 
to remember that the claims of prosocial motivations do not exclude consider-
ations of personal costs and benefits. The essential conclusion of the literature 
on cooperation is not that large numbers of us are altruists regardless of cost. 
Rather, it is that large numbers of us have prosocial motivations—regard for 
others because of our empathy and solidarity, or regard for the normative impli-
cations of what we do, in addition to our other cost-benefit considerations. It is 
not surprising, therefore, that the cost of cooperation affects its levels and the 
number of people who cooperate. In experiments, subjects will cooperate more 
when the cost of doing so is lower, such as when the opportunity cost of coop-
erating in a prisoner’s dilemma is lower because of the payoff structure (Camerer 
and Fehr 2004). In real life we see peer production online improved when a 
task has been chunked into sufficiently small modules to make the cost of indi-
vidual contribution correspondingly small (Benkler 2002).
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Social Dynamics
An increasing amount of work being is done today on social networks’ effects 
on behavior. It turns out that, for example, our own obesity is affected by whether 
our friends and relatives have recently become obese (Christakis and Fowler 
2007). While the mechanism is not entirely clear, it appears that there is at 
least some role played by benchmarking and imitation: that is, we judge our 
own behavior and outcomes by comparing ourselves to others in our social 
neighborhood (Hanaki et al 2007). Allowing participants to observe each other 
(transparency) and to form and break attachments selectively with people who 
are more or less cooperative, so as to increase the number of interactions they have 
with cooperators as opposed to defectors, is therefore also a valuable feature in 
human systems design: in this way, groups of cooperators may stabilize and 
provide mutual support.

One important aspect of social dynamics is leadership. An emphasis on 
leadership does not emerge from experimental research, which does not exam-
ine the phenomenon, but from organizational sociology, where it is a consistent 
feature (Maccoby and Heckscher 2007). Leadership is emphasized in the study 
of open-source software (Weber 2005), and repeatedly crops up in field studies 
of online cooperation as well. It is important to recognize, however, that leader-
ship does not necessarily imply hierarchy. Rather, what we see in observational 
research is that people contribute to a given system at many levels. Thus systems 
need to be designed to accommodate and recognize people’s varying patterns  
of contribution, especially by offering them a voice in the collective governance 
of the enterprise, or through symbolic means of expressing honor and respect. 
Moreover, for at least some people, it is precisely the desire to seek positions of 
power, of leadership, that drives generous, prosocial behavior. The role of gift 
giving as a modality of asserting dominance, so-called agonistic giving, is widely 
recognized in the anthropology of the gift,3 and in fundraising situations in 
which public exhibition of gifts is a form of asserting status; we also see it in 
some, but by no means all, online cooperation sites. 

The following, then, is a summary of the discussion above as a list of design 
levers, or design considerations: 

•	Communication
•	Situational	framing
•	Expanding	the	utility	function:	

 – Empathy
 – Solidarity
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•	Normativity
 – Fairness
 – Moral commitment
 – Norm compliance or conformism

•	Trust
 – Trust and authenticity
 – Transparency and reputation

•	Autonomy/efficacy
•	Calculation

 – Punishment and reward
 – Crowding out
 – Cost

•	Social	dynamics
 – Social network effects
 – Leadership and asymmetry

No list of fifteen potential design levers can hope to provide the deterministic 
outcomes implied by simpler models of human motivation and system inter-
vention. For regulators who seek the comfort of a If you do X, you will increase 
rewards through action I, and therefore increase the likelihood of outcome O type of 
analysis, the work on cooperation will appear too early in its development to 
provide guidance. However, regulators who understand that human motivation 
and social, psychological, and cultural interactions are extremely complex phe-
nomena, which cannot be reduced to a simple If you do X then Y will follow 
without enormous loss of information, may be more patient as we try to work 
out how the design levers nonetheless provide substantial advantages over a mere 
recognition of the complexity of human action.

Below I will suggest at least an initial set of principles of regulation that 
would take advantage of the insights of the literature on cooperation, even if we 
cannot yet provide a deterministic analysis of the desired structure of cooperation-
eliciting regulations.

Principles
The design levers provide a framework for thinking about how most effectively 
to structure cooperative models of solving problems that are the subject of reg-
ulation or characterize the regulatory process. To conclude this chapter, I offer 
five principles of regulation through which regulators may implement the lessons 
of cooperative dynamics.
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1. Develop a capacity for relying on social mechanisms equivalent to the focus 
in the past quarter century on market mechanisms

One of the dogmas in regulation from the past quarter century has been that 
government agencies should seek market-based mechanisms to achieve goals 
previously fulfilled by government. The cooperation literature argues instead for 
a new focus on cooperative solutions to the problem of providing public goods. 
This does not mean that cooperative mechanisms will always be best; it does sug-
gest that they are available and sustainable, and that they have different benefits 
and potential pitfalls from those of either market mechanisms or government-
provided services, and should be considered in any given context for their 
feasibility and relative desirability.

Take for example the peer-to-patent system. Developed by Beth Noveck  
in collaboration with IBM and the Patents and Trademark Office (PTO), this 
program attempts to resolve the relative lack of expertise in the patent office in 
software by opening up software patent applications to a process of peer review. 
The model relies upon the culture of substantial contribution to the public good 
that has grown up among software developers, owing to the rise of free and 
open-source software. Noveck’s system invites patent applicants to submit their 
applications to an expedited review process through which the members of the 
open community of software developers can look at the application, research 
potential reasons to preclude patentability, and submit their observations to the 
patent examiner appointed by the PTO. The point here is not to displace the 
PTO, but to harness the knowledge of the community and to take advantage of 
the general willingness to contribute among developers, who are motivated to 
some degree, to be sure, by competitiveness, but who also are eager to make a 
difference in the field they care about. Contributors are allowed to submit 
potential “prior art”—that is, earlier publications or patents that would make 
the current claim insufficiently novel, or too obvious, to be granted a patent. 
Others may then annotate and comment on whether the proposed prior art in 
fact provides good grounds for objecting to the patent, and vote on which are 
the most likely instances of prior art to effectively limit or entirely invalidate 
the patent application. The examiner then reviews the top proposed pieces  
of prior art. My point is not to assert that this system is the best example of 
harnessing all the design levers to optimize levels of cooperation. Rather, the 
PTO site provides an example of isolating a particularly sticky regulatory prob-
lem and restructuring it in a way that takes advantage of volunteers from the 
most relevantly affected community to work, together with the government, on 
implementing a solution.
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The more general point is that government agencies must begin to consider 
engaging citizens in cooperative systems as one potential way to improve aspects 
of the regulatory process, and also to improve the delivery of services. Today, 
government lags behind in its capacity to harness social volunteerism to achieve 
public goods. Compared to the free and open-source software community, which 
is harnessing volunteer efforts to produce some of the world’s most important 
software, or to civil-society organizations, such as the Sunlight Foundation, 
which is harnessing volunteer efforts to sift through government accountability–
related data to analyze it for evidence of corruption of public officials, govern-
ment processes have not focused on using their professional staff and public 
funding to support volunteer efforts that could improve their processes. Agencies 
need to develop the capabilities, and to offer funding models, that will facilitate 
the provision of public goods—from skills training in schools and adult educa-
tional facilities to the analysis of government corruption—by partnering with 
market and nonmarket organizations that specialize in harnessing and structuring 
volunteer efforts, both online and offline.

2. Include in the evaluation of proposed market or command mechanisms 
expected impact on social provisioning that exists, or that could be constructed 
as an alternative
It is an unusual characteristic of American society, compared to other major 
industrial social democracies, that we continue to rely to a much extent greater 
than they do on volunteer organizations, both religious and secular, to provide 
social services. In the past, when the market and the state were considered the only 
possible providers of public goods, our reliance on volunteerism was criticized 
by some as constituting a partial abdication by the modern social-democratic 
state of its responsibilities. The contemporary emergence of social production  
in the networked economy, and the increasing understanding of the possible 
benefits of sustained social action to provision public goods, places the United 
States, perhaps paradoxically, at a surprising advantage in making the transition 
to a new system that would permit greater leeway for social institutions to play 
a substantial role in serving governmental agencies’ purposes. 

There is a substantial literature suggesting that government services can 
sometimes crowd out private volunteerism. The mechanism is not as yet entirely 
clear: it may be that when a government agency takes over a particular social 
service, people cease to see providing it as a shared social responsibility—it 
becomes something we “get from the government”; it may be that there is a loss 
of the “social-capital value” of contributing, once the contribution is no longer 
strictly necessary, and volunteering ceases to enhance people’s social status; or it 
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may be that when a government agency takes over some social service, volun-
teers cease to feel motivated, independent, and needed. Whatever the reasons, 
government action can sometimes undermine social provisioning. Government 
actions aimed at providing public goods should therefore take into consider-
ation the existing system of providing services, and assess: (a) the presence or 
absence of a well-functioning social provisioning system for the desired good; 
(b) the likely effect of the proposed action on that social provisioning; and (c) 
potential adjustments to the proposed policy that would mitigate the negative 
effects, if any, on social provisioning. Preferably, government should partner with 
and support existing social providers. 

This principle is, of course, not a hard constraint. There may be other con-
siderations, such as the value placed on the availability of public, nonsectarian 
sources of provisioning a public good where the only source is sectarian—say, 
special education or soup kitchens. But the broad principle is clear. Just as  
in the past proposed government regulations were analyzed to anticipate their 
interactions with existing and potential market mechanisms, and redesigned  
to minimize any negative regulatory impact and to take advantage of market 
mechanisms, so too now, with the newly emerging recognition of the role of 
social action, government must also consider its effects on the social provisioning 
of desired public goods, and redesign its programs accordingly. 

3. Use network technologies to reconstruct government decision processes  
to enable effective participation by citizens and affected populations on  
a continuous basis, including implementation
People tend to follow regulations that they choose themselves more willingly 
and more observantly than rules set down by a remote other. Improving the 
actual and perceived level of participation in government regulatory processes 
will encourage citizens to view new regulations as legitimate, and should also 
make citizens more likely to view regulations as intrinsically binding. That is, 
when people participate in making the rules, they are more likely to think that 
obeying them is the right thing to do, and not something they do merely to 
avoid censure. A substantial literature already exists on opening up regulatory 
processes to citizen participation, including sensitive studies of stakeholder 
participation, on which regulators can now draw. Efforts to reach beyond stake-
holders to the citizenry at large have, in the past, been largely treated under the 
rubric of “eGovernment” and have relied on relatively passive Web 1.0 tech-
nologies that allow people with Internet access to read and add comments to  
Web pages. Such an approach lacks structure, and offers little potential for 
aggregation of comments and debate among citizens in ways that could render 
their contributions more salient and politically meaningful.
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The next generation of regulators needs to learn from the work on partici-
patory government generally, and adopt processes that will offer the broadest 
range of citizens a much greater degree of freedom to participate effectively,  
by submitting comments and commenting on the comments of others, and by 
collecting and analyzing citizens’ preferences to determine their preferences. 
The Environmental Protection Agency has begun to take steps in this direction; 
Change.gov began, during the Obama transition, to experiment with ways of 
increasing citizen’s direct participation, such as its house-party discussions of 
healthcare reform. Beyond these examples, this approach needs to be understood 
as a new principle of regulation: government must provide the means, both 
online and offline, for effective, widespread participation by citizens in the reg-
ulatory process, from its inception to its conclusion and subsequent oversight.

4. Implement transparency through highly accessible visual interfaces,  
with capabilities for social observation and commentary on official behavior
Transparency, and the widespread perception that processes are transparent,  
is essential to cooperation. In earlier times, transparency depended largely on 
professional auditors and observers—internal government auditors, such as 
comptrollers, or external independent actors, such as an independent press. 
Freedom of Information legislation supported this transparency by requiring 
government agencies to provide information upon request to individuals and 
nongovernmental organizations. While these elements of transparency are crit-
ical, and need to be preserved, current regulatory systems must embrace more 
radical transparency and more open data communications processes to harness 
peer production and online social action to the task of assuring that govern-
ment always operates under the public gaze, that regulatory processes are not 
hidden from view, and that all the materials involved are available for everyone 
to examine and analyze. The data that government agencies collect, and records 
of what they do and how they spend their allocated funds, must be collected 
and kept up to date; government databases need to be made available for public 
search and comment; and data needs to be made available in standard formats 
that will allow civil-society organizations and online unstructured collaborative 
groups to develop their own open interfaces to it. Only in this way can we 
harness innovation throughout the network to design ever better platforms for 
monitoring regulators and holding them accountable. 

5. Assess fairness as an integral part of effectiveness
A core finding of the study of cooperation is that people care deeply about fair-
ness, and that their perceptions of the fairness of their interactions have a direct, 
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significant impact on their motivation to participate productively. Fairness should 
not be mere window dressing for regulations that have efficiency as their main 
goal. Rather, fairness is essential to stimulate effective, productive engagement 
by the citizenry in any regulatory process. Fairness is not an ideal, universal state; 
it is a culturally embedded idea that people in a given society, at a given time, 
hold about the rewards for their common actions, as well as the intentions and 
processes involved in determining the distribution of those rewards. Government 
agencies should develop explicit metrics to assess the impact of their policies. 
Initially, the focus should be on the distribution of wealth and welfare. The  
distribution of these social goods should be fully described and measured 
against a culturally meaningful scale of fair distribution—individually equal (one 
common measure of fairness in a market-integrated society), progressively redis-
tributive, proportionate to contributions, or based on an articulated theory of 
desert. These outcomes should be included in the formal analysis of an agency’s 
proposed regulations, and published as part of the regulatory process. Alongside 
current practices of producing cost-benefit analyses and environmental impact 
statements, agencies should develop and publicize outcomes-fairness analyses 
of proposed regulations. 

Conclusion
The 1970s, ’80s and ’90s saw the exquisite refinement of rational-actor theory 
and used it to justify an ever increasing emphasis on market-based models of 
regulation and mechanism design. In regulatory practice, this approach became 
dominant in the Reagan and Thatcher period, and extended its reach with the 
increasing scope of a European Commission empowered to focus on building an 
integrated market in what was then called the European Economic Community. 
The commission therefore emphasized competition and efficiency, and supported 
institutions of the global trade and monetary system that relied on market-
based mechanisms as a matter or principle. Throughout this period a counter-
vailing trend among some scholars advocated more participatory structures, but 
the global financial crisis of 2008 has brought into the sharpest relief the severe 
limitations of market-based regulatory approaches. Or at least, the crisis has 
undermined the nearly absolute dominance that market fundamentalism has had 
in determining the regulation—or absence of regulation—in financial services.

At the same time, an increasing body of work in the social sciences and  
particularly in the management and sociology of organizations, as well as on 
the study of online social practices, has provided substantial new evidence that 
refines our understanding of the conditions that can sustain forms of social 
cooperation that are not based on either market mechanisms or command and 
control. While it is too early to embrace cooperation and collaborative practices 
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as the solution to all our regulatory problems, we certainly have enough infor-
mation and insight to begin to implement regulatory practices that will likely 
enhance cooperation and the social provision of public goods. 

The principles proposed in this essay are intended to orient regulators 
toward thinking about whether and how they can harness social cooperation to 
achieve some of the goals that, in the past, they have sought through command 
and control or through market mechanisms; how their expected actions will 
affect existing social cooperation, and how core drivers of cooperation in society 
can be harnessed by focusing on improved participation in, and transparency 
and fairness of, regulatory processes and outcomes.

Notes

1 See, e.g., Anabel Quan-Haase and Barry Wellman, “Hyperconnected Net Work: Com-
puter Mediated Community in a High-Tech Organization,” in Heckscher and Adler 
2007 (describing communications flows in collaborative segments of a firm). 

2 See, e.g., “Wikipedia:Barnstars” in Wikipedia: http://en.wikipedia.org/wiki/Wikipedia: 
Barnstars; or the team-competition contributions in Yochai Benkler, “‘Sharing Nicely’: 
On Shareable Goods and the Emergence of Sharing as a Modality of Economic 
Production,” The Yale Law Journal 114 (2004): 273. 

3 See, e.g., Maurice Godelier, The Enigma of the Gift (Chicago: University of Chicago 
Press, 1999).
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